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A. BOUNDING THE SEPARATION
We give a complete proof of Theorem 19. First, we repeat the

Davenport-Mahler theorem as given in [9]; see also Eigenwillig’s
PhD thesis (“Real Root Isolation for Exact and Approximate Poly-
nomials Using Descartes’ Rule of Signs”, Saarland University 2008)
for a more general version.

Theorem 23 (Davenport-Mahler bound). Let g∈C[t] be square-
free of degree d and let G = (V,E) be a directed graph on the roots
of g such that:

• G is acyclic,

• for every edge (α,β ) ∈ E, it holds |α| ≤ |β |, and

• the in-degree of any node is at most 1.

In this situation
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Theorem 19.

Σ f ∈ O(d(τ + logd)+R)

PROOF. As before, let z1, . . . ,zn denote the roots of f , and let
B ≥ 1 denote a bound for the maximal absolute value of a root.
Observe that, when the z’s are considered as vertices in the com-
plex plane, each σi is given by the length of an edge connecting zi
to its nearest neighbor. This induces a directed graph on the ver-
tices, which is known as the nearest neighbor graph [8] (if a root
has more than one nearest neighbor, we pick the one with highest
index). Let E0 denote the edge set of this nearest neighbor graph.
We can rewrite:

d

∏
i=1

σi = ∏
(zi,z j)∈E0

|z j− zi|

Our goal is to apply the Davenport-Mahler bound on this prod-
uct. However, the nearest-neighbor graph does not satisfy any of
the required properties in general. We will transform the edge set
E0 into another edge set E3 that satisfies the requirements of the
Davenport-Mahler theorem, and we will relate the root product of
E0 with the root product of E3.

Note that a direct property of nearest neighbor graphs is that all
cycles have length 2 [8]. In the first step, we remove one edge of
every cycle:

E1 := {(zi,z j) ∈ E0 | i < j∨ (z j,zi) /∈ E0}
This removes at most every second edge, and for every removed
edge, there is some edge in E1 with the same length. Since every
root difference is bounded by 2B from above, we can bound

(2B)d ∏
(zi,z j)∈E0

|z j− zi| ≥ ∏
(zi,z j)∈E1

|z j− zi|2.

In the next step, we re-direct the edges in E1 in order to satisfy
the second condition of the Davenport-Mahler bound

E2 := {(zi,z j) |((zi,z j) ∈ E1∨ (z j,zi) ∈ E1)∧
(|zi|< |z j|∨ (|zi|= |z j|∧ i < j))}

In simple words, every edge points to the root with greater absolute
value. Note that E2 does not contain any cycles, because the abso-
lute value of a root is non-decreasing on any path, and if it remains
the same, the index increases, thus no vertex can be visited twice
on such a path. Since the only difference between E1 and E2 is the
orientation of edges, we have

∏
(zi,z j)∈E1

|z j− zi|= ∏
(zi,z j)∈E2

|z j− zi|

Finally, we need to ensure the last condition of the Davenport-
Mahler bound, namely that each vertex has in-degree at most 1. For
that, if several edges point to some z j , we throw away all of them
except the shortest one (in the definition, if the shortest edge is not
unique, we keep the one with the maximal index):

E3 := {(zi,z j) ∈ E2 | ∀(zk,z j) ∈ E2 :|zk− z j|> |zi− z j|∨
(|zk− z j|= |zi− z j|∧ k ≤ i)}

Another basic property of the nearest neighbor graph is that two
edges that meet in a vertex must form an angle of at least 60◦. It
follows that the degree of every vertex is bounded by 6. Since E2 is
a subgraph of the nearest neighbor graph, possibly with some edges
flipped, the degree of every vertex is still bounded by 6. Since all
edges in E2 point to the root with greater absolute value, it can be
easily seen that the in-degree of z j is even bounded by 3. So, E3

contains at least E2
3 many edges. Since we always keep a smallest

edge pointing to a z j , we can bound

(2B)2d ∏
(zi,z j)∈E2

|z j− zi| ≥ ∏
(zi,z j)∈E3

|z j− zi|3.

Putting everything together, we have that

∏
(zi,z j)∈E0

|z j− zi| ≥ (2B)−5d


 ∏

(zi,z j)∈E3

|z j− zi|



6

.

E3 meets all prerequisites of the Davenport-Mahler bound and
we can thus bound
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Taking the inverse on both sides and applying the logarithm, we
get

Σ f ≤ 5d log2B+3loglcf( f )+6(d−1) logMea( f )+12d logd +6 ·R
= O(d(τ + logd)+R),

exploiting the fact that B ∈ O(2τ ) and logMea( f ) ∈ O(τ + logn).



B. ERROR ANALYSIS OF INTERVAL ARITH-
METIC

We restate Lemma 3 and provide its proof.

Lemma 3. Let f be a polynomial as in (1), c ∈ R with |c| ≤ 2τ ,
and ρ ∈N. Then,

| f (c)−down( f (c),ρ)| ≤ 2−ρ+1(d +1)22τd (1)

| f (c)−up( f (c),ρ)| ≤ 2−ρ+1(d +1)22τd (2)

In particular, B( f (c),ρ) has a width of at most 2−ρ+2(d +1)22τd .

PROOF. We do induction on d. The statement is clearly true
for d = 0. For d > 0, we write f (c) = a0 + cg(c) with a0 ∈ R the
constant coefficient of f and g of degree d− 1. Note that, for any
real value x, |down(x,ρ)− x| < 2−ρ , same for up. Therefore, we
can bound as follows (again, leaving ρ out for simplicity):

| f (c)−down( f (c))|= |a0 + cg(c)−down(a0 + cg(c))|
= |a0 + cg(c)−down(a0)−down(cg(c))|
≤ |cg(c)−down(cg(c))|+2−ρ

Note that down(c · g(c)) = down(H1(c) ·H2(g(c))) where H1,2 =
down or H1,2 = up. Moreover, we can write H1(c) = c− ε with
|ε|< 2−ρ . Therefore, we can rearrange

|cg(c)−down(cg(c))|+2−ρ

≤ |cg(c)− (c− ε) ·H2(g(c))|+2−ρ+1

≤ |cg(c)− c ·H2(g(c))|+ |ε| · |H2(g(c))|+2−ρ+1

≤ |c| · |g(c)−H2(g(c))|+2−ρ |H2(g(c))|+2−ρ+1

By a simple inductive proof on the degree, we can show that both
|up(g(c))| and |down(g(c))| are bounded by d2dτ . Using that and
the induction hypothesis yields

|c| · |g(c)−h(g(c))|+2−ρ |H2(g(c))|+2−ρ+1

< 2τ 2−ρ+1d22τ(d−1) +2−ρ d2τd +2−ρ+1

≤ 2−ρ+1(d2 +d +1)2τd ≤ 2−ρ+1(d +1)22τd

The bound for | f (c)−up( f (c))| follows in the same way.

C. DETAILS ON QUADRATIC CONVERGENCE
For convenience, we repeat some proofs of [12] adapted to our

notation. Recall from Definition 12 that

Cξ :=
| f ′(ξ )|

8ed32τ max{|ξ |,1}d−1 .

We need one additional lemma to prove some properties of Cξ .

Lemma 24. Let ξ ∈ C be a root of f .

1. 0 < Cξ ≤ 1
d

2. Let µ ∈ C be such that |ξ −µ|< Cξ . Then

Cξ · | f ′′(µ)|< | f ′(ξ )|
8

.

PROOF. By a straight-forward estimation, we can bound | f ′(ξ )|
from above by d22τ max{|ξ |,1}d−1. which proves the first claim.

For the second claim, we bound | f ′′(µ)| from above:

| f ′′(µ)|= |
d

∑
i=2

i(i−1)aiµ i−2| ≤ d22τ
d−2

∑
i=0

max{|µ|,1}i

≤ d22τ
d−2

∑
i=0

(
(1+Cξ )max{|ξ |,1}

)i

≤ d32τ (1+Cξ )d−2 max{|ξ |,1}d−2

< d32τ (1+
1
d

)d

︸ ︷︷ ︸
<e

max{|ξ |,1}d−1

Lemma 13. Let (a,b) an isolating interval for ξ of width δ < Cξ .

Then |m−ξ |< δ 2

8Cξ
.

PROOF. We consider the Taylor expansion of f at ξ . For a given
x ∈ (a,b), we have

f (x) = f ′(ξ )(x−ξ )+
1
2

f ′′(ξ̃ )(x−ξ )2

with some ξ̃ ∈ [x,ξ ] or [ξ ,x]. Thus, we can simplify

|m−ξ |=
∣∣∣∣

f (b)(a−ξ )− f (a)(b−ξ )
f (b)− f (a)

∣∣∣∣

=

∣∣∣∣∣
1
2 ( f ′′(ξ̃1)(b−ξ )2(a−ξ )− f ′′(ξ̃2)(a−ξ )2(b−ξ ))

f (b)− f (a)

∣∣∣∣∣

≤ 1
2
|b−ξ ||a−ξ | · | f

′′(ξ̃1)|(b−ξ )+ | f ′′(ξ̃2)|(ξ −a)
| f (b)− f (a)|

≤ δ 2 max{| f ′′(ξ̃1)|, | f ′′(ξ̃2)|}
2| f ′(ν)|

for some ν ∈ (a,b). The Taylor expansion of f ′ yields f ′(ν) =
f ′(ξ ) + f ′′(ν̃)(ν − ξ ) with ν̃ ∈ (a,b). Since δ ≤ Cξ , it follows
from Lemma 24

| f ′′(ν̃)(ν−ξ )| ≤ | f ′′(ν̃)|Cξ ≤
1
8
| f ′(ξ )|.

Therefore | f ′(ν)|> 7
8 | f ′(ξ )|> 1

2 | f ′(ξ )|, and it follows again with
Lemma 24 that

|m−ξ | ≤ δ 2 max{| f ′′(ξ̃1)|, | f ′′(ξ̃2)|}
| f ′(ξ )|

≤ δ 2

8 | f ′(ξ )|
8max{| f ′′(ξ̃1)|,| f ′′(ξ̃2)|}

<
δ 2

8Cξ

Corollary 15. In the quadratic sequence, there is at most one fail-
ing AQIR call.

PROOF. Let (Ii,Ni)
AQIR→ (Ii+1,Ni+1) be the first failing AQIR

call in the quadratic sequence. Since the quadratic sequence starts

with a successful AQIR call, the predecessor (Ii−1,Ni−1)
AQIR→ (Ii,Ni)

is also part of quadratic sequence, and succeeds. Thus we have the
sequence

(Ii−1,Ni−1)
Sucess
AQIR→ (Ii,Ni)

Fail
AQIR→ (Ii+1,Ni+1)

One observes easily that w(Ii+1) = w(Ii) = w(Ii−1)
Ni−1

≤ Cξ
Ni−1

, and

Ni+1 =
√

Ni =
√

N2
i−1 = Ni−1. By Corollary 14, all further AQIR

calls succeed.


